
  
Abstract—Predicting missing link in homogeneous networks is of 

both theoretical interest and practical significance in many different 
fields. It is found that the similar degree is different between a pair 
node and the similarity is asymmetry. In this paper, we deliver an 
efficient framework for link prediction on the basis of node similarity 
coefficient. A new similarity measure, motivated by the similar 
coefficient taking place on networks, is proposed and shown to have 
higher prediction accuracy than previous similarity measures. We 
therefore design another new measure exploiting information on the 
common neighbors, which can remarkably enhance the prediction 
accuracy. Experiments on benchmark and real-world data sets have 
demonstrated the effectiveness of our proposed approach. 
 

Keywords—asymmetry, link prediction, asymmetry similarity 
coefficient  
 

I. INTRODUCTION 
HE link prediction algorithm is one of the key technologies 
to reveal the inherent rule of network evolution [1, 2]. Link 

prediction algorithms aim at estimating the likelihood of the 
existence of links between nodes based on observed links, 
attributes of nodes, and structural properties of network. It can 
be divided into two categories, One is predicting missing links 
or existent yet unknown links, the other one is predicting those 
links that may exist or appear in the future of evolving networks 
[2, 3].  

In recent years, due to its theoretical value and practical 
significance in modern science, the problem of missing link 
prediction has been intensively studied by researchers from 
different backgrounds and many methods applied to different 
field have been proposed [2, 3]. Therein some algorithms are 
based on Markov chains [4-6] and machine learning [7, 8], 

 
This work was supported in part by the Natural Science Foundation of China 

under Grant 61472090, Grant 61472089 and Grant 61672169, in part by the 
NSFC Guangdong Joint Found U1501254, in part by the Guangdong Natural 
Science Funds for Distinguished Young Scholar under Grant 
S2013050014133, in part by the Natural Science Foundation of Guangdong 
under Grant 2015A030313486, in part by the Science and Technology Project 
of Guangdong Province under Grant 2015B010128014 and 
Grant2016B010107002,in part by the Science and Technology Planning 
Project of Guangzhou under Grant 201707010492.Grant 201604016003,Grant 
201604016067 and Grant 201604016041  

Rui Xie is currently a Ph.D. Candidates in Guangdong University of 
Technology, Guangzhou 510006, Guangdong, China. (corresponding author; 
e-mail: 25457855@qq.com).  

Zhifeng Hao is with the School of Computer, Guangdong University of 
Technology, Guangzhou 510006, Guangdong, China. 

Bo Liu is with the School of Automation, Guangdong University of 
Technology, Guangzhou 510006, Guangdong, China. 

which first propose a proper preference assumption and then 
designs a corresponding loss or objective function to be 
optimized for two nodes. Another group of algorithms are based 
on node similarity, that two nodes are more likely to have a link 
if they are similar to each other, therefor, the essential problem 
for link prediction is how to calculate the similarity between 
nodes accurately [2, 3].  

However, most of the existing work focuses on link 
prediction based on similarity symmetry [2, 3], and the 
similarity asymmetry has not been explicitly addressed. In this 
paper, we address the similarity asymmetry with similarity 
coefficient, where the miss link prediction method is built on 
similarity, and the similar degree between nodes is incorporated 
to improve it. In our simulation, we find that the 
similarity-coefficient-base method is very effective when 
applied to missing link prediction. We finally integrate the new 
method with the common neighbors (CN) [9], Adamic-Adar 
(AA) [10], resource allocation (RA) [11] methods, and find that 
the new method can substantially out-perform the existing 
methods. 

The main contribution of our method can be viewed from the 
following aspects. 

1) Our method considers the similarity asymmetry of two 
connected nodes in the homogeneous network, and then 
develops the current similarity methods by incorporating this 
kind of information into the link prediction.  

2) Our method can be well expanded based on the existing 
methods. We put forward our four versions of asymmetry 
similarity coefficient methods based on common neighbors, 
Adamic-Adar and resource allocation methods, which have 
been found to be more accurate than themselves.  

3) Substantial experiments on the benchmark and real-world 
data sets show that our developed methods can obtain better 
prediction accuracy than the existing methods. 

The rest of this paper is organized as follows. Section 2 
reviews the related work. The detail of our proposed approach 
is presented in Section 3. Experiments are shown in Section 4. 
Section 5 concludes the paper and discusses possible directions 
for future work. 

II. RELATED WORK 
Considering an unweight undirected simple network G ( V, 

E ) without multiple links and self-connections, V is the set of 
nodes and E is the set of links. For each pair of nodes x, y ∈ V, 
we calculate a score sxy that measures the likelihood for node x 
and y whether a link between them. There are many different 
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measures to calculate sxy score, the most common and 
straightforward method is to calculate the similarity between 
node x and y. 

Predicting the likelihood of the existence of links between 
two nodes according to their common features is a long-term 
problem in modern information science, and there are many 
methods to measure similarity based on common features. 
Generally speaking, two nodes are considered to be similar if 
they have some common important features in topology or other 
attributes. An review paper on these similarity indices in ref. 
[2,3]. One of the most straight-forward method is based on the 
structure of networks, which is named structural similarity [12] 
and it can be categorized as node-similarity [13, 14], 
path-similarity[15, 16] and mix methods [17]. However, these 
methods have serious shortcomings as it strongly favors the 
large degree nodes. To solve this problem, many variants, such 
as the Jaccard index [13] and Salton index [14], have been 
proposed to remove this tendency. In addition, some other 
methods including Katz index [15], simrank [18], hierarchical 
random graph [17] and stochastic block model [19, 20], are also 
very effective in estimating node’s similarity. In addition, there 
are many other similarity measures for nodes in network [17]. 
These models provide different understanding of the similarity 
of nodes in network, but performances of these methods for 
different networks are obviously different. It is found that 
structural similarity-based methods can achieve satisfying 
algorithmic accuracies when they are applied to predicting 
missing links in networks [21-29].  

Most of the existing methods on similarity are proposed for 
similarity symmetry, and the similarity asymmetry has not been 
explicitly addressed. In real-world applications, the similar 
degree is not the same for each other, it need a lot of auxiliary 
information to distinguish the difference of similar degree, but it 
is always difficult to obtain the contents and attributes of nodes 
to judge, Moreover, the structure of network information, 
especially the degree of node, which reflects the link 
information can  sometimes be obtained, though it may not be 
complete and accurate, it can be utilized to describe the 
asymmetry of similarity between nodes and improve the 
missing link prediction accuracy. In this paper, we propose a 
asymmetry similarity coefficient that builds a missing link 
prediction method on complex network by incorporating the 
similarity asymmetry. 

III. MISSING LINK PREDICTION BASED ON 
ASYMMETRY SIMILARITY COEFFICIENT  

In this section, we will present our asymmetry similarity 
coefficient method to predict missing link in the homogeneous 
graph data. As discussed before, the previous methods such as 
CN, AA and RA are all based on the calculation of local 
structure information. They typically assign weights to all 
neighbor nodes uniformly and treat the number of neighbor 
nodes as a measure of link relevance. However, it is not 
adequately taken into account the ratio of the common 
neighbors to total neighbors relatively, which we define as 
asymmetry similarity coefficient to reflect the difference of 
relative similarity. And then it can be used to revise the 

similarity measure and determine whether there is a link 
between nodes. 

We first introduce asymmetry similarity coefficient in 
section 3.1 and present our revised version of the existing 
methods in section 3.2, 3.3 and 3.4 respectively. 

A. . Asymmetry similarity coefficient  
As mentioned before, Given a vector Vx or Vy describing the 

feature of a node x or y, supposed the degree of node x is kx and 
the neighbor set is 𝛤𝛤(𝑥𝑥), the degree of node y is ky and the 
neighbor set is Γ(y), so the common neighbor is Γ(𝑥𝑥) ∩ Γ(y), 
we calculate the similarity sxy of the pair nodes based on the 
common neighbors of Vx and Vy. For example, a simple 
network as shown in the following Fig.1: 
 

A

EB

C D
 

Fig. 1. A simple network 
 

Based on the similarity define, the node A and E are similar. 
We note, the neighbor of node A is 𝛤𝛤(𝐴𝐴) = {𝐵𝐵,𝐶𝐶,𝐷𝐷} and the 
neighbor of node E is Γ(E) = {B, C}, so the common neighbor 
is Γ(A) ∩ Γ(E) = {B, C} ; for the node A has 2 common 
neighbor nodes of its 3 neighbor nodes, but for the node E , it 
has all of its 2 neighbor nodes in common neighbors. We found 
that the degree of similarity between the two nodes is different. 
For the node E, it is very similar to part of node  A, however, 
node A is partially similar to node E relatively. That the degree 
of similarity between A and E is relative different for each 
other. On these grounds, we can define a asymmetry similarity 
coefficient θz

t  to reflect the similar degree of two nodes 
relatively. The formula as follows: 

 
𝜃𝜃z
𝑡𝑡 = Τ(𝑧𝑧)

𝑘𝑘𝑡𝑡
            (𝑘𝑘𝑡𝑡 ≠ 0)                     (1) 

 
Where Γ(z)  denotes the common neighbors of the pair 

nodes, kt  denotes the degree of each node, if any node degree 
kt=0, then there is no link with other nodes, so the common 
neighborΓ(z)=0 and the asymmetry similarity coefficient θz

t =0. 
For example in Fig. 1,  θAE

A =2/3,  θAE
E =1, the asymmetry 

similarity coefficient result indicates that node E is much 
similar to node A than node A similar to E, because it is just 
part of A similar to E, so the asymmetry similarity coefficient 
can better describe the relative similar degree between node A 
and E. It is easy to see that the similarity coefficient matrix is 
not necessarily symmetric, and it is symmetric only when the 
node degree is equal to each other. 

From the preceding analysis, the similarity matrix is 
asymmetric actually and the symmetry is just only a special 
case when the degree of nodes are equal to each other. Taking 
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into account asymmetry similarity coefficient, it should revise 
the similarity measure, so the revise define of similarity is 
showed as follows: 
 

𝑠𝑠𝑥𝑥y
𝑡𝑡 = 𝑠𝑠𝑥𝑥𝑥𝑥 ∗ 𝜃𝜃𝑥𝑥𝑥𝑥𝑡𝑡             t ∈ (𝑥𝑥,𝑦𝑦)             (2) 

 
Where 𝑠𝑠𝑥𝑥𝑥𝑥  denotes symmetric similarity measure by 

aforementioned measure, such as CN, AA and RA, θxy
t  denotes 

the similarity coefficient,  sxy
t  denotes asymmetric similarity 

taking into account asymmetry similarity coefficient, which is 
asymmetric in general in undirected acyclic graph if and only if 
θxy

t  is equal to each other, and if similarity coefficient θxy
t =1, it 

means the similarity is symmetry without similarity coefficient, 
otherwise it is asymmetric. That is the 
essentially different from symmetric similarity measure which 
aforementioned in general cases. 

B. Asymmetry Similarity Coefficient Based on CN  
The similarity measure defined in CN algorithm is the 

common numbers. Considering the influence of the two nodes, 
it has several indexes in different views and various ways, such 
as Salton index, Jaccard index, Sorensen index, HPI index, HDI 
index,LHN-1 index, etc. Under these basic similarity indexes, 
the greater the asymmetry similarity coefficient of node x and y, 
the more possibility of a link between them based on their 
common neighbors. Thence, the CN index can be revised based 
on asymmetry similarity coefficient (SC-CN), it can be defined 
as follows: 
 

sxy
SC−CN (x) = ∝∗ sxy

CN ∗ θxy
x                             (3) 

sxy
SC−CN (y) = β ∗ sxy

CN ∗ θxy
y                          (4) 

 
Where sxy

CN  denotes the similarity based on CN 
algorithm;  θxy

x  is the similarity coefficient which node x 
relative to node y,  θxy

y  is the asymmetry similarity coefficient 
which node y relative to node x; α and β are node coefficients 
which reflect the node’s importance, weight or other factors. It 
is found that CN measure is the specific case of SC-CN 
measure. We can proof as follow: 

Without considering asymmetry similarity coefficient and 
other factors, the parameters can be taken as: 

 
θxy

x = θxy
y = 1                                (5) 

         α =  β  = 1/2                            (6) 
 

Then we can calculate the sum of sxy
SC−CN (x)  and sxy

SC−CN (y): 
 

sxy
SC−CN (x)+sxy

SC−CN (y)=∝∗ sxy
CN ∗ θxy

x + β ∗ sxy
CN ∗ θxy

y  
=sxy

CN                                                   (7) 
 

It means that the similarity measure sxy
CN  which based on 

common neighbor (CN) is a specific case of the measure 
sxy

SC−CN  of asymmetry similarity coefficient based on CN 
(SC-CN). 

In this way, we can extend CN index to SCCN index, Salton 

index to SCSalton index, Jaccard index to SCJaccard index, 
Sorensen index to SCSorensen index, HPI index to SCHPI 
index, HDI index to SCDHI index. In the experiments, we will 
investigate the extended versions and the original ones. 

C. Asymmetry Similarity Coefficient Based on AA  
The AA index assigns a weight for each node based on 

common neighbor, and the weight is the degree of the node's 
logarithm (logkz)-1. The basic idea of AA algorithm is the 
smaller degree of common neighbor node, the larger 
contribution for the similarity measure. Taking into account 
asymmetry similarity coefficient, it means the greater the 
asymmetry similarity coefficient of node x and y, the more 
possibility of a link between them. Thence, the AA index can be 
revised based on asymmetry similarity coefficient (SC-AA), it 
can be defined as follows: 

 
    sxy

SC−AA (x) =∝∗ sxy
AA ∗ θxy

x  

= ∑ ∝∗𝜃𝜃𝑥𝑥𝑥𝑥𝑥𝑥

log 𝑘𝑘𝑧𝑧𝑧𝑧∈Γ(𝑥𝑥)∩Γ(𝑦𝑦)          (kz > 1)          (8) 
 

 sxy
SC−AA (y) = β ∗ sxy

AA ∗ θxy
y  

 = ∑
β∗θxy

y

log kz
z∈Γ(x)∩Γ(y)           (kz > 1)   (9) 
 

Where sxy
AA  is the similarity based on AA algorithm, if kz=1, 

it means nodes x and y only connect each other, then 
sxy

SC−AA (x)=sxy
SC−AA (y)=1, else if kz=0, it means they have no 

neighbor, then sxy
SC−AA (x)=sxy

SC−AA (y)=0. It is found that AA 
measure is the specific case of SC-AA measure, We can proof 
as follow: 

Without considering asymmetry similarity coefficient and 
other factors, the parameters can be taken as: equation (5) and 
equation (6), under this condition: 

 
sxy

SC−AA (x)+sxy
SC−AA (y) = ∝∗ sxy

AA ∗ θxy
x + β ∗ sxy

AA ∗ θxy
y  

= sxy
AA                                                  (10) 

 
It means that the similarity measure sxy

AA  which based on 
AA algorithm is a specific case of the measure sxy

SC−AA  of 
asymmetry similarity coefficient based on AA algorithm 
(SC-AA). 

D. Asymmetry Similarity Coefficient Based on RA 
RA algorithm supposes each medium has a unit of resources 

and will equally distributed it to all its neighbors, and the 
similarity measure is defined as the number of resources that a 
node can accept. Considering the asymmetry similarity 
coefficient, it means the greater the asymmetry similarity 
coefficient of node x and y, the more likely a link between them. 
Thence, the RA index can be combined with asymmetry 
similarity coefficient (SC-RA), it can be defined as follows: 

 
               sxy

SC−RA (x) =∝∗ sxy
RA ∗ θxy

x  

= ∑ ∝∗θz
x

kz
z∈Γ(x)∩Γ(y)       (kz ≠ 0)         (9) 

 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING Volume 11, 2017

ISSN: 1998-4464 371



      sxy
SC−RA (y) = β ∗ sxy

RA ∗ θxy
y  

= ∑ β∗θz
y

kz
z∈Γ(x)∩Γ(y)       (kz ≠ 0)       (10) 

 
Where sxy

RA  is the similarity based on RA algorithm, if kz=0, 
it means they have no neighbor, then sxy

SC−RA (x)=sxy
SC−RA (y)=0. 

Without considering asymmetry similarity coefficient and 
other factors, the parameters can be taken as equation (5) and 
equation (6), under this condition: 

 
      sxy

SC−RA (x)+sxy
SC−RA (y)=∝∗ sxy

RA ∗ θxy
x + β ∗ sxy

RA ∗ θxy
y  

=sxy
RA                                            (11) 

 
It means that the similarity measure sxy

RA  which based on 
RA algorithm is a specific case of the measure sxy

SC−RA  of 
asymmetry similarity coefficient based on RA algorithm 
(SC-RA). 

IV. EXPERIMENTS AND RESULTS  
We conduct experiments on the benchmark data sets and 

real-world sentiment data set to investigate the performance of 
our proposed method. All the experiments run on the Windows 
platform with a 2.8-GHz processor and 6-GB DRAM. The 
objectives of our experiments are as follows. 

1) To evaluate the effectiveness of our method with varying 
numbers of training set ratio constraints. 

2) To evaluate the performance variation of our method with 
different data sets constraints. 

3) To evaluate the improvement of our method with 
different data sets constraints. 

In this section, we will investigate the extended versions and 
original methods in CN, AA and RA categories. The compared 
methods are CN index and SCCN index, Salton index and  
SCSalton index, Jaccard index and  SCJaccard index, Sorensen 
index and  SCSorensen index, HPI index and  SCHPI index, 
HDI index and  SCDHI index, AA index and  SCAA index, RA 
index and SCRA index. To analyze the performances of our 
measures, three groups of experimental comparisons between 
our measures and other well-known measures on four real 
networks are made in this section. All these measures are based 
on the information of common neighbors. Brief introduction of 
those well-known measures and the similar experiments were 
given by Zhou et al.in ref [24]. Consider an undirected simple 
network G(V,E) without multiple links and self-connections, 
where V is the set of nodes and E is the set of links. the 
observed links (E) are randomly divided into two parts: the 
training set (ET) is treated as known information, while the 
probe set (EP) is used for testing and no information  is allowed 
to be used for prediction. For each pair of nodes, x, y ∈ V, every 
algorithm referred to in this paper assigns a score sxy. This score 
can be viewed as a measure of similarity between nodes x and 
node y. All the nonexistent links are sorted in decreasing order 
according to their scores. And the links at the top are most 
likely to exist. 

To test the algorithm’s accuracy of similarity measure based 
on coefficient, We adopt a standard metric that the area under 

 
Table. 1 Topological features of those four representative networks. 

Name Type Nodes Edges weighted Description 

USAir Information Network 1532 2126 weighted Network of the USA airline 

NetScience Social Networks 1536 2742 weighted network of coauthorships 

Jazz Collaboration Networks 198 5484 unweighted network of Jazz musicians 

Yeast Biological Networks 2375 11693 unweighted network or protein interaction 

the receiver operating characteristic (ROC) curve [11,17] to 
quantify the accuracy of the prediction algorithms. It can be 
interpreted as the probability that a randomly chosen missing 
link is given a higher score than a randomly chosen nonexistent 
link. We can define the accuracy as follows: 
 

AUC = N′+0.5n′′
n

                                   (12) 
 

If all the scores are generated from an independent and 
identical distribution, the accuracy should be about 0.5. 
Therefore, the degree to which the accuracy exceeds 0.5 
indicates how much better the algorithm performs than pure 
chance [2,11]. 

A. . Description of Experiment Data  
We conduct experiments on ten benchmark data sets: 

USAir, Yeast, NetScienc, Jazz, which are popularly used in the 
existing link prediction work [24]. Each data set is 

homogeneous Graph Data, undirected and unweight, without 
multiple links, self-connections. 

(1) USAir. The network of the US air transportation system. 
Which contains 1532 airports and 2126 airlines1. 

(2) Yeast. A network representing the interactions among 
proteins .there are 2375 nodes and 11693 links in this biological 
networks. 

(3) NetScience . A network of co-authorships between 
scientists. Containing 1536 scientists and 2742 
cooperation-ships[30]. 

(4) Jazz: a music collaboration network obtains from the Red 
Hot Jazz Archive digital database. Here it includes 198 bands 
that performed between 1912 and 1940, with most of the bands 
in the 1920 and 1940[31]. 

Table. 1 summarizes the basic topological features of those 
four representative networks. 

 
1 http://vlado.fmf.uni-lj.si/pub/networks/data/. 
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B. Comparison Experiment 
The four data sets are randomly divided into training 

set(ET) and test set(EP) respectively, E= ET∪EP and ET∩EP = 
∅，The ratio of the training set is c= ET /E. For simplicity, we 
do not take into account other factors and adopt α = β = 1/2 
in experiments. Respectively, we test the algorithm based on 
asymmetry similarity coefficient in the following different 
situations, each experiment is conducted 100 times and AUC is 
the average of 100 times. 

(1) Experiment 1: Different ratios of the training in the same 
data. 

To analyze our proposed approach, we test the AUC of 
missing link prediction based on asymmetry similarity 
coefficient in USAir data set with different ratios of the training 
by SCCN, SCAA an SCRA methods respectively, the results as 
shown in Fig.2. 

 

 
Fig. 2.  AUC with different training set ratio in USAir data set 

 
As shown in Fig. 2, the AUC value increases when the ratio 

of training set goes up, it is found that the accuracy of missing 
link prediction AUC is rising. With the increase of the ratio of 
the training set in USAir data set. The accuracy of link 
prediction of SCRA and SCAA algorithms has more than 90% 
when the ratio of the training set is 0.6, and it has reached more 
than 95% when the ratio is 0.9. The similar findings can also be 
observed in other three datasets, then experimental results show 
that the link prediction method based on asymmetry similarity 

coefficient is effective in missing link prediction.. 
(2)Experiment 2:Ratio constant with different data sets 

Based on the previous experiment, we chose the ratio is 0.9 
in the experiments, and we use our proposed approaches, 
SCCN, SCSalton, SCJaccard, SCSorens, SCHPI, SCHDI, 
SCAA, SCRA to test the accuracy of missing link prediction 
based on similarity coefficient in four data sets, the experiment 
results as shown in table 2: 

  
Table. 2 c=0.9,the AUC of different predictions bases on coefficient in different data sets 

data set SCCN SCSalton SCJaccard SCSorens SCHPI SCHDI SCAA SCRA 

USAir 0.9604 0.9301 0.9262 0.9256 0.898 0.9229 0.969 0.974 

NetScience 0.9925 0.9924 0.9924 0.9924 0.992 0.9923 0.993 0.993 

Yeast 0.9155 0.9145 0.9147 0.9146 0.914 0.9146 0.916 0.916 

Jazz 0.967 0.9663 0.9659 0.9661 0.957 0.9637 0.97 0.975 

 
Table 2 presents the AUC on the benchmark data sets when 

the number of training set ratio is 90%n, where n is the size of 
the data set. The AUC of our proposed approaches have 
exceeded 90% in these data sets, especially in the NS network, 
more than 99%. From the above example, it can be seen that our 
proposed approaches have a good predictive effect in these data 
sets. 

(3)Experiment 3: Compare with existing methods 
We compare our proposed approaches with existing 

methods in different data sets on ratio 0.9 to verify the validity 
of our measure algorithms. We test our proposed approaches 
with existing methods in eight group experiments, the 
experiment results as shown in Fig. 3, Fig. 4 , Fig. 5 and Fig. 6. 
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Fig. 3. Compare in USAir data set                                                             Fig.  4. Compare in NetScience data set 

 

  
Fig. 5. Compare in Jazz data set                                                 Fig. 6. Compare in Yeast data set 

 
As shown in Figure 3, the different methods have different 

AUC in USAir data set. The best one is SC-RA while HPI 
index is poor. It is found that the asymmetry similarity 
coefficient method is better than the existing method in the 
eight groups of experiments. The results show that our 
proposed method has good prediction effect in information 
network. 

As shown in Figure 4, the different methods have different 
AUC in Yeast data set. The best one is SCAA while HPI index 
is poor. It is found that the asymmetry similarity coefficient 
method is better than the existing method in the eight groups of 
experiments. The results show that our proposed method has 
good prediction effect in information network. 

As shown in Figure 5, the different methods have different 
AUC in Yeast data set. The best one is SCAA while HPI index 
is poor. It is found that the asymmetry similarity coefficient 
method is better than the existing method in the eight groups of 
experiments. The results show that our proposed method has 
good prediction effect in information network. 

As shown in Figure 6, the different methods have different 
AUC in Yeast data set. The best one is SCRA while HPI index 
is poor. It is found that the asymmetry similarity coefficient 
method is better than the existing method in the eight groups of 
experiments. The results show that our proposed method has 
good prediction effect in information network. 

The comparison results show that the missing link prediction 
based on coefficient has a higher accuracy than existing 
methods in most data sets; it shows that the method proposed in 

this paper has a general scope of application and can improve 
the accuracy of prediction. 

In addition, it is also found in this paper that the accuracy is 
not high enough with low ratio of training set, because the 
asymmetry similarity coefficient reflects the relative similar 
degree between nodes and it is difficult to obtain better 
performance while insufficient training. Therefore, this method 
will be better performance after sufficient training. 

We have noticed that out proposed approaches all most have 
better accuracy than existing methods in these data sets, and 
only a few our methods have the same effect as the original 
methods in NetScience and Yeast data sets. 

V. CONCLUSION AND DISCUSSION 
In this paper, we analyze the relative similar degree 

between nodes and found that the similarity is asymmetric 
between them in general. So, the asymmetry similarity 
coefficient was presented to reflect the degree of relative 
similarity between nodes. Based on it, we design a new method 
to measure the similarity and propose a new approach use to 
missing link prediction, it was experimented in several real data 
sets and the results demonstrate that new method can 
significantly improve the accuracy of missing link prediction 
compared with other well-known measures. On the other hand, 
the proposed algorithm in this paper has high complexityΟ(n2); 
it is not efficient in dealing with large-scale network. We will 
focus on asymmetry similarity coefficients and find ways to 
reduce the complexity of the algorithm. 
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